
 

Definitions and facts
Weimaraner

LinearAfebra

Let x be some vector and X be a matrix Unless

explicit their norms are given by

Hall I xi and

11 11 trace Xx

Trace is invariant under cyclical permutations

tr ABCD tr BCDA tr CD AB tr DABC

Cauchy Schwarz Ell a b Il E El all Ellb112
Kxt axe

Axe bex by costal t t be Cole A

Matrix A is full column rank it

A b o iff 6 0

If B is any exk matrix then

rank AaB I min I rank A rank B

Sylvester's rank inequality if A is men and B is nxk then
rank A t rank B n I rank AB



Let A B be symmetric pos def matrices Then
at I A is posdef iff Ad I is pos def
b B A is posdef iff A t B is pos def

ProbabilityandAsymptotics

We say a sequence of vectors Xn ocant iff

11 11 0

We say a sequence of vectors Xn Olan iff
7 M Coo such that

I Xn11 E M an H NEN

We say a sequence of random vectors Xn opcant iff

lim Pl 11 11 E 0 for all E 0
nooo

We say a sequence of random vectors Xn Opcant off
for all E 0 7Me 00 such that

lim
no

P I In I Me ee



Some implications are a op r top 1 op l
b Opal top l Op12

C Op t Op s op t

d 0pct Oct op l

e out sequence is also op I

Let Xn I X for some random vector X and Anya
for some constant a Then there is joint convergence in
distribution i.e

Xn An I X a

Continuous Mapping Theorem let Xn be a sequence

of random vectors in Md such that Xn IX Also let

gl led us 1h be a continuous function on a jet Ci

suchthat P XE Ci I lie almost everywhere Then

g Xn I g X as noo

Slutsky's Theorem let Xn X and An I a where a

is a constant Then

1 Xn t An I X t a

2 An Xn d ax

A trivial implication is that if all variables converge in
probability to constants then

3 AnXn Bn q a X t b



Weak Law of Large Numbers Ciid let Xi be a

sequence of aid random vectors such that Ellxillhoo
Then

In É Xi T EXi

Central limit theorem iid Let Xi be an aid sequence

of random variables Suppose Vor Xi is finite and bounded away
from zero Then

I XIII Incas

To obtain a multivariate version of the Celts we can apply
the Cramer Wald device i.e if it holds for any
linear combination A X X 0 then it must hold for
the random vector



wearsystemoted

me ba Underidentification

Consider A I
Since it has only one independent column so

it has rankA it Notice that Aikman Rotdomain
DomainSpace

whereit can comeout
1h2

Findingthe nullspace

A I 0j

I oil o

i t
Notice that any other scalingof 2
satisfies the homogeneous equation
Inother words NCA is a subspace

NWA

i
nai

i NIA
The transformation squishes the 1h space into
a range given by the rank of A

wmi 4y gg II
wnaxn

tmswnaton.no



so in this case rank A 2 Erin is a line so it hasdimensions

Therefore the rank is a measure of how much space gets squished

Forexample the zero matrix maps every vector to O so it's
something that squishes more In that case rank 0

A 1 Y l I
RangeA

Igtiing
weavers are inand allof them are forXENIAmapped to 18

The problem of finding A x 3g is that it is not

a bijective mapping ie from 3 we don't have information

about which vector in the orange eine was the one that

got transformed That is essentially why inversion of A

in the standard way it's not gonna work

1 11 i



Def Moore Penrose inverse The MP inverse of a matrix A denotedby A
is a generalized inverse that satisfies

Reflexive
Generalized

GeneralizedInv 0 I A at a A
2 At A At At it's unique

14 a at is game

the benefit ofthis is that

3 AtA is symmetric

Lemmy A general solution to the homogenous systemof linear equations
A O id

x Im Ata q where f is an arbitraryvector

pref A l Im Ata 9 A GIA 91 0

In our example we got that the red line is the nullspace
of A Any generalized inverse of A should return a vector in
the orange line

At 10.04
ooo

0.08 0.16

And Atb 10.6 whichreturns the following vector
1 2

RangeA

Ii iI

i



And we know that any other I in NCA that we sum still
satisfies the equation

Lemmy Ax b hassolution iff rankA e rank CA b

intuitonoftheproof notice that A Alex Gex aek ex I
Then A x X A t ka da t t Xk Ak

RankA Rank CAb meansthat b is linearly dependent i.e can be
written as a linear combination of the columnsof A which is literally
the same as saying that Ax D has a solution

Lema Ax b has a solution iff AAtb b

proof I suppose x is a solution of Ax b Then by MP inverse
property

Anta Ift
k b

A Atye b A Atb b

E suppose AAtb b Set I Atb Then AT AAtb b
so that it is a solution

Lemmy If Ax b has a solution then it takes the following form

x Atb Im AtA 9 where 9 is an
arbitrary vector

Then notice that we canalways get a solution in the least
squares problem even with under identification now we will
see two special cases of this general solution



b aiden

Hilux Dex A has fullcolumn rank k
o e K

2 X P Z Y maybe now it looks more familiar

consider some positivedefinite and symmetric matrix W

WFedEx We bex

A Wok W12A x A w swok b

A WA x A w b

Iiifiisuranic
a

GAWAIN
b

we'll see what conditions we need sothat the generalized inverse A is
a Moore Penrose inverse

L A A A AWILAYA A

2 At A A CAWA ALIWAL A'W At

3 tobesymmetric A ATafawa aALYA
AWA I

4 to besymmetric Al AWA A'W W A AWA A
which is only satisfied if We I

Therefore the MP inverse of A is

At AIA A


